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Abstract
This study examines Oracle Insurance Policy Administration (OIPA) Coud Migration projects, analyzing 30 implementations that migrated from SQL Server 

to Oracle Cloud Infrastructure (OCI) environments. The research focuses on Universal Life Insurance systems migrating from AWS-hosted environments to 
Oracle’s cloud platform, including site upgrades from version 11.2 to 11.3.x. The migration strategy emphasizes minimal architectural changes while achieving 
improved performance, security, and scalability outcomes. Data analysis reveals significant relationships between input variables including infrastructure costs 
($36.4k-$63.5k), migration timeline (9-19 weeks), data sizes (1.6-4.2TB), and code complexity scores (scales 2-7), which are correlated with output metrics of 
resource utilization (65-81%) and success scores (73-91%). There are strong positive correlations among complexity factors, while inverse relationships emerge 
between complexity and performance outcomes. Machine learning models were evaluated to predict resource utilization, with random forest regression showing 
severe overfitting (training R²=0.9674, testing R²=0.5890) and support vector regression showing excellent generalization capabilities (training R²=0.8622, testing 
R²=0.7257). The study reveals predictable scaling patterns that enable simpler projects to achieve higher success rates, better resource efficiency, and reduced 
costs. Migration success is strongly associated with pre-migration complexity reduction efforts, including index refactoring and architectural simplification. 
This research provides practical insights for project planning, suggesting that organizations should prioritize complexity reduction strategies before migration 
implementation. The results indicate that OIPA migrations follow predictable patterns that enable accurate resource allocation and timeline estimation for similar 
cloud transformation efforts.
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Introduction
Oracle Customer (OC) insurance is a form of permanent insurance 

that offers flexibility in both premium payments and death benefit. Unlike 
traditional whole life insurance policies, OC plans allow policyholders to 
adjust their premiums and death benefit levels, making them attractive 
to those seeking adaptive protection with a long-term financial strategy.
In addition, OC policies include a cash value feature that builds over 
time and earns interest, which is typically linked to the insurer’s financial 
performance. [1] The Cloud Migration strategy in this project focuses 
on moving a SQL Server database to an Oracle database through a series 
of migration operations. This includes configuring both the source 
SQL Server database dump and the target Oracle database. The effort 
includes upgrading the OIPA platform from version 11.2 to 11.3.x, and 
migrating from an AWS-hosted environment managed by the previous 
implementation partner to Oracle OCI, with the goal of improving 
performance, security, and scalability. [12] 

Cost Efficiency: Moving from a resource-intensive, high-cost 
infrastructure managed by an implementation partner to a more cost-

effective, cloud-based solution.

Scalability and Flexibility: Creating a platform that can manage 
increasing policy volumes and accommodate future business growth 
without the need for extensive refactoring.

Greater Agility: Supporting faster updates, simplified maintenance, 
and improved responsiveness to evolving market conditions in the life 
insurance industry.[3]

Improved Customer Experience: Leveraging modern systems to 
provide faster response times, enhanced digital services, and better self-
service options for policyholders. 

Regulatory Compliance: Ensuring the upgraded platform is aligned 
with industry regulations while minimizing compliance risks.

Data migration complexity: Migrating large volumes of sensitive 
insurance data, such as policyholder records and historical information, is 
a challenging process that requires meticulous management. [4] 

System integration: Achieving seamless integration between the new 
platform and existing business applications – such as claims management, 
CRM, and sales distribution systems – can be difficult.

Change management: Employees and agents accustomed to legacy 
platforms may require training and structured change management 
support to effectively transition to the new system.

Customization requirements: While the Lift & Shift approach reduces 
the need for major changes, some level of customization may still be 
necessary to accommodate unique business processes or specialized 
insurance products.[5] Oracle Insurance Policy Administration (OIPA) 
Lift and Shift migration begins with a comprehensive assessment that 
forms the foundation for all subsequent activities. This critical phase 
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includes evaluating the current system architecture, understanding 
the complex data flows, and fully documenting the business processes 
that OIPA supports across the insurance value chain. Teams conduct 
a comprehensive analysis of existing infrastructure components, 
including application servers, databases, integration points, and third-
party system dependencies. [6] The assessment identifies technical debt, 
customizations, and potential migration challenges while establishing 
baseline performance metrics. Business process mapping ensures that 
critical insurance functions—policy administration, claims processing, 
underwriting workflows, and customer service operations—are fully 
understood and documented. This phase includes stakeholder interviews, 
system inventory creation, and risk assessment to identify potential 
migration blockers or complicating factors that could impact the project 
timeline and success. [7] The Proof of Concept (POC) phase is a critical 
validation step in which teams demonstrate the feasibility of migrating 
OIPA databases from SQL Server to Oracle syntax using automated 
migration wizards. 

This technical validation exercise involves creating a controlled 
environment where the database schema, stored procedures, functions, 
and data types are systematically converted and tested. The POC ensures 
that the migration tools can accurately handle Oracle-specific syntax, 
data type changes, and complex stored procedures without introducing 
operational errors.[8] Teams test critical database functions, performance 
characteristics, and data integrity controls to ensure that the migration 
environment maintains full functionality. This phase helps identify 
potential syntax conflicts, performance degradation issues, or data 
conversion issues early in the project lifecycle, allowing teams to develop 
mitigation strategies before a full-scale migration begins.The Planning and 
Design phase focuses on defining the target Oracle Cloud Infrastructure 
(OCI) environment and creating detailed migration diagrams that 
map existing system components to their cloud counterparts. [9] This 
includes architectural design decisions around system instances, storage 
configurations, network topology, and security implementations within 
OCI. Teams develop detailed migration runbooks, rollback procedures, 
and cutover strategies that minimize business disruption. 

The actual migration phase involves systematically moving OC 
Insurance data, applications, and policy information to the new site while 
maintaining strict data integrity and operational security protocols. [10] 
Migration teams execute carefully orchestrated data transfers, application 
deployments, and configuration implementations, often using parallel 
processing techniques to minimize downtime and ensure business 
continuity throughout the transition process.Extensive testing and 
validation ensure that the migrated OIPA system operates flawlessly in its 
new OCI environment. [11] Functional testing ensures that all insurance 
business processes – policy creation, modification, renewal, claims 
processing and reporting – function as they did in the legacy environment. 
Performance testing ensures that the new system can handle expected 
workloads, peak transaction volumes and concurrent user sessions 
without degradation. [12] User acceptance testing involves business 
stakeholders validating end-to-end workflows and system functionality. 
The go-live phase includes final cutover operations, production 
deployment and immediate post-release hypercare support, where 
dedicated teams monitor system performance, resolve issues and ensure 
smooth operations. This critical support period typically lasts several 
weeks, providing a rapid response to any operational challenges. [13] 
After a successful migration, the focus shifts to continuous improvement 
and site optimization within the OCI environment. Teams analyze system 
performance metrics, identify optimization opportunities, and implement 
improvements that leverage cloud-native capabilities. [14] This phase 
often introduces innovative capabilities such as AI-driven insurance 
algorithms that improve risk assessment accuracy, automated policy 
processing workflows that reduce manual intervention, and enhanced 

Materials
Input Variables Analysis

This dataset represents 30 Oracle OIPA Lift and Shift migration 
projects, with input variables capturing the complexity and scope of 
each effort. Infrastructure costs range from $36.4k to $63.5k, reflecting 
varying system architectures and organizational needs. Migration times 
range from 9-19 weeks, representing projects of varying sizes and levels 
of complexity. Data size varies from 1.6 to 4.2 terabytes, representing the 
diverse organizational data footprints that need to be migrated. Index 
complexity scores range from 2-7 on the apparent complexity scale, 
indicating varying levels of customization and technical debt in existing 
OIPA implementations.  The input variables show clear interdependencies, 
with higher infrastructure costs generally associated with longer migration 
times and larger data sizes. Projects with the highest complexity scores 
(7.0) consistently show higher costs ($62-63k) and longer timelines (17-
19 weeks), while simpler implementations (complexity 2-3) achieve lower 
costs ($36-43k) and faster results (9-11 weeks). This pattern indicates that 
coding complexity acts as a primary driver of overall project scope and 
resource requirements.

Output Variables Analysis

Output variables reveal the operational outcomes and success metrics 
of these migration projects. Resource utilization ranges from 65-81%, with 
an interesting inverse relationship to project complexity. Less complex 
projects consistently achieve higher resource utilization (77-81%), while 
more complex efforts show reduced performance (65-69%). This pattern 
indicates that complex migrations encounter more bottlenecks, idle time, 
or suboptimal resource allocation during implementation.Success scores 
range from 73-91%, with simpler projects (complexity 2-3) achieving 
higher success rates (86-91%), while more complex projects (complexity 
7) show lower success rates (73-77%). The data reveals a clear performance 
gradient, where project complexity significantly impacts both operational 
efficiency and overall success. Projects with minimal customization and 
straightforward architectures not only complete faster and cheaper but 
also achieve better resource utilization and success outcomes.

Input-Output Relationships

The relationship between inputs and outputs demonstrates predictable 
scaling patterns in OIPA migrations. As input complexity increases across 
all dimensions (cost, time, data, code), output performance decreases 
proportionally. This indicates that migration success is more influenced 
by the inherent complexity of the source system than by implementation 
factors alone. The most successful projects (success scores >85) consistently 
have low complexity scores (2-4), moderate costs (<$50k), short timelines 
(<13 weeks), and small data sizes (<3TB). These patterns provide valuable 
insights for migration planning, indicating that pre-migration complexity 
reduction efforts such as code refactoring, data cleaning, or architecture 
simplification can significantly improve performance and success rates. 
Organizations facing highly complex migrations should expect extended 
timelines, increased costs, and lower success rates, making complexity 
reduction an important strategic consideration.

Method
Random Forest Regression Performance and Characteristics

When applied to Oracle OIPA migration data, random forest regression 
demonstrated a classic case of severe overfitting. On the training data, the 

policyholder engagement tools that enhance the customer experience. 
The cloud environment enables rapid adoption of new features, scalable 
computing resources, and integration with emerging technologies that 
drive competitive advantage in the insurance market.[15]
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model achieved exceptional performance metrics with an R² of 0.9674, 
indicating that it explained 96.74% of the variance in the resource 
utilization patterns. 

Training errors were remarkably low on all metrics: an MSE of 
0.5894, an RMSE of 0.7677, and an MAE of 0.5661, indicating nearly 
perfect learning of the training patterns. However, this exceptional 
training performance masked the underlying generalization issues that 
were apparent during testing. The testing phase revealed a devastating 
performance degradation, with R² dropping to 0.5890—a dramatic 37.8 
percentage point decline. This significant drop indicates that the model 
memorized training-specific noise instead of learning the true underlying 
relationships between migration parameters and resource utilization. 
The MSE increased more than twelvefold from 0.5894 to 7.2243, while 
the prediction errors increased almost fourfold, indicating unreliable 
performance on unseen data. Predicted vs. actual scatter plots confirmed 
this poor generalization, showing significant scatter and inconsistent 
prediction accuracy across different usage levels.The overfitting of 
Random Forest stems from the tendency of the ensemble method to 
generate overly complex decision boundaries when training data is sparse. 
With 30 migration schemes, the model does not have enough examples 
to learn robust patterns while avoiding the need to memorize training-
specific features. The algorithm’s ability to generate deep, highly specialized 
trees enabled perfect training fit, but sacrificed the generalization ability 
necessary for practical use.

Support Vector Regression Performance and Benefits

Support Vector Regression demonstrated an excellent balance between 
model complexity and generalization ability, making it an optimal choice 
for OIPA migratory resource prediction. Training performance showed 
robust but realistic metrics with an R² of 0.8622, indicating that the 
model explained 86.22% of the variance without excessive memorization. 
Training errors were modest: an MSE of 2.4942 and an RMSE of 1.5793, 
indicating appropriate model complexity for the available data size.
The important benefit emerged in the test performance, where SVR 
maintained robust predictive ability with an R² of 0.7257 – only a 13.65 
percentage point decrease from training. This limited performance 
degradation indicates that the model successfully learned patterns that 
could generalize rather than training-dependent noise. The experimental 
errors remained manageable, with MSE increasing to 4.8209 and RMSE 
to 2.1956, indicating reasonable prediction accuracy for practical 
applications.SVR’s high generalization architecture stems from its 
mathematical foundation in risk reduction, which explicitly balances the 
training error against the model complexity. The algorithm’s use of support 
vectors and kernel functions helps it find optimal decision boundaries 
without overfitting, which is especially valuable when training data is 
limited. The consistent scatter plots between the training and test plans 
show consistent performance across different resource utilization ranges, 
confirming the reliability of SVR for real-world migration planning and 
capacity allocation decisions in Oracle OIPA projects.

Analysis and Discussion

Table 1.Oracle OIPA Lift & Shift Descriptive Statistics

Infra 
Cost

Migration 
Time

Data 
Volume

Code 
Complexity

Resource 
Utilization

Success 
Score

count 30.0000 30.0000 30.0000 30.0000 30.0000 30.0000

mean 50.2500 13.5333 2.9167 4.8000 73.1667 81.9000

std 8.1989 2.8007 0.7777 1.4948 4.3158 5.0196

min 36.4000 9.0000 1.6000 2.0000 65.0000 73.0000

25% 43.5500 11.2500 2.2500 4.0000 70.0000 78.0000

50% 50.1500 13.5000 2.9500 5.0000 73.5000 82.0000

This descriptive statistical table provides insights from 30 Oracle 
OIPA (Oracle Insurance Policy Administration) Lift and Shift migration 
projects that reveal key patterns across six key performance metrics. It 
suggests a comprehensive analysis of data cloud migration efforts where 
organizations moved their existing OIPA systems to new infrastructure 
environments with minimal architectural changes. The infrastructure 
cost metric shows considerable variation, with a mean of $50.25K and a 
standard deviation of $8.20K, ranging from $36.4K to $63.5K. This wide 
range indicates that migration costs are highly dependent on factors 
such as system complexity, data volume, and organizational needs. The 
relatively tight clustering around the mean ($50.15K) indicates that most 
projects fall within predictable cost parameters.Migration durations 
average 13.53 weeks, with projects completing between 9-19 weeks.

 The standard deviation of 2.8 weeks indicates reasonable predictability 
over the project period, although the range indicates that some migrations 
face significantly more complexity than others. This closely matches the 
mean of 13.5 weeks, which indicates a normal distribution of project 
timelines.Data volume metrics (probably in terabytes) averaged 2.92, 
with relatively low variance (standard: 0.78), indicating that most OIPA 
implementations are handling similar data loads. Code complexity scores 
(mean: 4.8 on a scale of 1-7) show moderate levels of complexity, with 
most projects falling between scores of 4-6, indicating manageable but 
insignificant technical challenges.Resource utilization averaged 73.17%, 
indicating efficient capacity planning, while success scores averaged 81.9%, 
indicating generally positive migration outcomes. Strong performance on 
these metrics indicates that OIPA elevates and transforms migrations, 
while complex, follow predictable patterns, and achieve favorable 
outcomes when managed properly. The data indicates that organizations 
can expect moderate costs, reasonable timelines, and high success rates 
for similar migration efforts.

Table 2. Random Forest RegressionResourceUtilizationTrain and 
Testperformance metrics

Random Forest Regression Train Test

R2 0.9674 0.5890

EVS 0.9676 0.5901

MSE 0.5894 7.2243

RMSE 0.7677 2.6878

MAE 0.5661 1.9625

Max Error 1.8650 6.7250

MSLE 0.0001 0.0013

Med AE 0.4100 1.1225

This table presents performance metrics for a random forest regression 
model that predicts resource utilization in Oracle OIPA migration 
projects, revealing a classic case of model overfitting with dramatically 
different training and testing performance. The training metrics show 
exceptionally strong performance, with an R² of 0.9674 indicating that the 
model explains 96.74% of the variance in the training data.  An explained 
variance score (EVS) of 0.9676 confirms this high explanatory power. 

The training errors are remarkably low on all metrics: mean square 
error (MSE) 0.5894, root mean square error (RMSE) 0.7677, and mean 
absolute error (MAE) 0.5661. These values suggest that the model learned 
the training patterns with extraordinary accuracy and achieved nearly 
perfect predictions on the known data. However, the testing performance 
tells a completely different story, indicating severe overfitting. The R² 

75% 56.9250 15.7500 3.5750 6.0000 76.0000 85.7500

max 63.5000 19.0000 4.2000 7.0000 81.0000 91.0000
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drops to 0.5890, meaning that the model explains only 58.9% of the variance in the unobserved data—a dramatic 37.8 percentage point drop. This 
significant degradation indicates that the model has memorized training-specific patterns rather than learning general relationships. The MSE increases 
more than twelvefold from 0.5894 to 7.2243, while the RMSE rises from 0.7677 to 2.6878, indicating nearly 3.5 times larger prediction errors on the test 
data.The mean absolute error increases from 0.5661 to 1.9625, and the maximum error expands from 1.8650 to 6.7250, indicating that some predictions 
are wildly inaccurate. The mean absolute error growth from 0.4100 to 1.1225 indicates consistent degradation across all predictions, not just outliers.

Figure 1: Oracle OIPA Lift & Shift Effect of Process Parameters

This detailed scatterplot matrix reveals the complex relationships between six key variables in Oracle OIPA migration projects. The diagonal plots 
show the distribution patterns of each variable, with infrastructure cost, migration time, and data size showing approximately normal distributions 
around their respective algorithms. Code complexity shows a distinct distribution around mid-range values (4-6), while resource utilization shows a 
relatively uniform spread in the range of 65-80%. The success score shows a right-skewed distribution, indicating that most projects achieve high success 
rates.

The off-diagonal scatterplots reveal strong positive correlations between infrastructure cost, migration time, data size, and code complexity, suggesting 
that these factors should be measured together in migration projects. More complex systems require longer migration times, higher costs, and handle 
larger data volumes. Conversely, resource utilization and success score show negative correlations with complexity metrics, indicating that as project 
complexity increases, resource efficiency and success rates decrease. Tight linear relationships across multiple layers suggest predictable scaling patterns, 
which could enable accurate project planning and resource allocation for future OIPA migrations.

Table 3. Support Vector Regression Resource Utilization Train And Test 
Performance Metrics

Support Vector Regression Train Test

R2 0.8622 0.7257

EVS 0.8633 0.7473

MSE 2.4942 4.8209

RMSE 1.5793 2.1956

MAE 1.0302 1.0854

Max Error 4.1903 7.2479

MSLE 0.0004 0.0009

Med AE 0.5941 0.5085

This table presents performance metrics for a Support Vector 
Regression (SVR) model used to predict resource utilization in Oracle 

OIPA migration projects, which shows significantly better generalization 
capabilities compared to the Random Forest model, although with more 
modest overall performance. The SVR model shows robust but exceptional 
training performance, with an R² of 0.8622 indicating that it explains 
86.22% of the variance in the training data. The explained variance score 
(EVS) of 0.8633 closely matches the R², suggesting stable model behavior. 

The training errors are reasonable: MSE of 2.4942, RMSE of 1.5793, 
and MAE of 1.0302. While these training metrics are significantly higher 
than the almost perfect training scores of Random Forest, they represent 
a more realistic learning method that indicates better generalization 
capabilities. The important difference lies in the test performance, where 
SVR shows much better consistency and generalization. The R² drops to 
0.7257, which represents only a 13.65 percentage point decrease from 
training - a much more acceptable gap than the 37.8 percentage point 
drop for Random Forest. This indicates that the SVR model learned the 
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true underlying patterns rather than memorizing training-specific noise. The EVS maintains strong performance at 0.7473, confirming the model’s 
ability to explain variation in the unseen data. The error metrics on the test data show a controlled degradation. The MSE increases from 2.4942 to 
4.8209, while the RMSE grows from 1.5793 to 2.1956 - significant but manageable increases. Notably, the MAE remains remarkably stable, actually 
improving slightly from 1.0302 to 1.0854, while the mean absolute error decreases from 0.5941 to 0.5085, indicating consistent prediction quality 
across the data distribution.The high generalization capabilities of the SVR model make it well-suited for practical use in predicting resource usage for 
new OIPA migration projects. Although it sacrifices some training accuracy compared to Random Forest, it provides reliable, robust predictions on 
unobserved data, which is the ultimate goal of predictive modeling.

Figure 2: Oracle OIPA Lift & ShiftEffect Correlation heatmap

This correlation matrix measures the relationships observed in the scatter plot matrix with precise correlation coefficients. The dark red squares 
indicate very strong positive correlations (0.94-0.99) between infrastructure cost, migration time, data size, and code complexity, confirming that 
these metrics are highly interdependent in OIPA migrations. These nearly perfect correlations suggest that these variables may represent different 
manifestations of the underlying project complexity. The blue squares reveal strong negative correlations (-0.82 to -0.97) between both complexity 
metrics and resource utilization and success score. This indicates that as projects become more complex, expensive, and time-consuming, they achieve 
lower resource efficiency and reduced success rates. The correlation between resource utilization and success score (0.9) indicates that efficient resource 
utilization is a strong predictor of project success. These patterns provide valuable insights for project managers, indicating that controlling confounding 
factors early in the planning phase can significantly improve efficiency and success outcomes in OIPA migration efforts.

Figure 3: Random Forest RegressionResourceUtilization Training

This predicted vs. actual scatter plot for XGBoost regression 
demonstrates exceptional model performance on the training data, with 
data points forming a nearly perfect diagonal line on the reference line. 
The tight clustering around the best prediction line indicates that the 

model has learned the training patterns with remarkable accuracy and 
has achieved nearly perfect accuracy in predicting bundle sizes during 
OIPA migrations.However, this nearly perfect fit raises concerns about 
potential overfitting, similar to the Random Forest model discussed in 
the performance tables. The alignment too close to the diagonal indicates 
that the model may have memorized training-specific patterns rather than 
learned general relationships. While this level of training accuracy may 
seem impressive, it is more important to evaluate the model’s performance 
on unseen test data to determine its practical utility. While the lack of 
scatter around the prediction line may indicate excellent training 
performance, it may also indicate that the model’s complexity is greater 
than the underlying data can support, limiting its ability to make reliable 
predictions on new migration projects.
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Figure 4: Random Forest RegressionResourceUtilization Testing

This predicted vs. actual plot for the random forest test data reveals 
significant prediction challenges, with considerable scatter around the 
best diagonal line. The data points show considerable deviation from the 
correct predictions, with some predictions differing by 5-10 percentage 
points from the actual values in resource use. This pattern of scatter is 
consistent with the poor test metrics reported in the performance tables, 
where R² dropped dramatically from training to testing.Particularly in the 
70-80% actual use range, the wide spread of points indicates inconsistent 
prediction accuracy across different resource use levels. Some predictions 
are reasonably close to the diagonal, while others show significant bias. This 
pattern indicates that the Random Forest model struggles to generalize 
beyond its training data, confirming the overestimation concerns 
identified in the performance metrics. The inconsistent prediction quality 
makes this model unsuitable for reliable resource use forecasting in new 
OIPA migration projects, as stakeholders cannot confidently rely on its 
predictions for planning purposes.

Figure 5: Support Vector Regression Resource Utilization Training

The SVR training plot shows a more realistic and encouraging pattern 
compared to other models. Although the data points generally follow a 
diagonal trend, there is a natural scatter around the correct prediction 
line, indicating that the model has learned meaningful patterns without 
over-memorizing. The points are reasonably clustered on the diagonal 
with some natural variation, indicating a model complexity appropriate 

for the available data.This moderate scatter in the training predictions, 
while not as “perfect” as the Random Forest or XGBoost training results, 
actually indicates healthy model behavior. SVR seems to have found a 
balance between fitting the training data and maintaining generalization 
ability. The stable spread across different application levels indicates 
consistent performance across the functional range. Combined with the 
robust experimental performance metrics discussed .

Figure 6: Support Vector Regression ResourceUtilization Testing

The SVR test graph demonstrates excellent generalization ability, 
with predictions maintaining strong alignment with actual values in the 
unseen data. The data points closely follow the diagonal reference line, 
with controlled dispersion indicating reliable prediction accuracy across 
different resource utilization levels. This consistent performance confirms 
the practical applicability of the SVR model for real-world OIPA migration 
planning. The test graph shows remarkably similar dispersion patterns to 
the training plan, confirming the model’s ability to effectively generalize. 
The predictions span the full range of resource utilization values (65-
80%) with consistent accuracy, indicating robust performance across a 
variety of project scenarios. This consistency between training and test 
performance, combined with robust statistical metrics, establishes SVR as 
a highly reliable model for predicting resource utilization in Oracle OIPA 
migration projects. Organizations can confidently use this model for 
capacity planning and resource allocation decisions in future migration 
efforts.

Conclusion
A comprehensive analysis of Oracle OIPA Lift and Shift migration 

projects provides critical insights for organizations planning similar cloud 
transformation efforts. The study demonstrates that migration success 
is driven by the inherent complexity of the source systems rather than 
implementation factors alone, with simpler projects consistently achieving 
better outcomes across all performance metrics. Projects with complexity 
scores of less than 4 achieved success rates of over 85%, while high-
complexity implementations (score 7) struggled to achieve success rates of 
77%, highlighting the importance of pre-migration complexity reduction 
strategies. The machine learning assessment reveals significant practical 
implications for predictive modeling in operational planning. While 
random forest regression achieves nearly perfect training performance, its 
catastrophic test decay (37.8 percentage point R² decline) demonstrates 
the dangers of overfitting to limited datasets. In contrast, the symmetrical 
approach of support vector regression provided reliable predictive 
capabilities with limited performance degradation (13.65 percentage 
point decline), making it suitable for real-world capacity planning and 
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resource allocation decisions. The strong correlations identified between 
infrastructure costs, migration timelines, data volumes, and code 
complexity indicate that these metrics represent different manifestations 
of underlying project complexity. This finding enables organizations 
to use any single complexity indicator as a proxy for overall project 
scope, facilitating early risk assessment and resource planning. The 
inverse relationship between complexity factors and resource utilization 
and success scores provides a clear framework for migration strategy 
development. Organizations should prioritize complexity reduction 
activities, including code refactoring, data cleaning, and structure 
simplification, before embarking on migration projects. The predictable 
scaling patterns identified in this research enable more accurate project 
planning with expected timelines, costs, and success probabilities based 
on complex assessments. Future research should expand the dataset size 
and explore additional variables that influence migration outcomes to 
improve predictive model reliability and generalizability across different 
organizational contexts.
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