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Image mining, an essential process in many industrial image applications, has 
demonstrated significant utility in fields such as medical diagnostics, agriculture, 
industrial operations, space research, and education. This process involves extracting both 
information and image segments, but these tasks are often conducted independently, 
resulting in different workflows. This paper proposes an approach that integrates feature 
extraction and object recognition, leading to improved object identification. We introduce 
a novel method that improves recognition accuracy by increasing the percentage of 
optimal features.  

The ORB algorithm, known for its speed, is used in the initial pass, while the SURF 
algorithm is used as a secondary confirmation step for unrecognized objects. This 
approach supports the simultaneous processing of many images, which makes it suitable 
for large-scale applications such as image repositories in social media and expands the 
scope of research. This refined version maintains the core elements, while making the 
structure a little more fluid and coherent. 
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Introduction 
Current approaches have reached the point where previously 

seen and large numbers can be identified known objects. 
However, the general task of the object Categorization, i.e. 
recognition of invisible objects given a category and assigning 
the appropriate category label, even less is understood. 
Obviously, this task is very difficult because it requires a method 
to deal with large variations in colors, textures and shapes of the 
material. while retaining sufficient specificity to avoid 
misclassifications. This is especially true for object detection in 
noisy real-world scenes, objects are often partial Blocked and 
homogeneous background structures can act as additional 
distractions. Here, it is not only necessary to assign the correct 
category label to an image the objects must first be found and 
separated from them [1] 

Image Mining is a process of extracting knowledge 
concerning images. The demand of image mining increases as 
the need of image data is growing day by day. There are many 
techniques developed in the earlier research and eventually these 
techniques can reveal useful information according to the human 

requirements, but Image Mining still require more development 
especially around web images.[2] 

Object classification, particularly the recognition of unseen 
objects, presents a challenging task. Assigning the correct type 
and appropriate label is not fully understood. This challenge 
arises from the need to handle extensive variations in materials, 
colors, textures, and shapes while maintaining enough precision 
to prevent misclassifications. This becomes especially difficult 
in noisy, real-world environments, where objects are frequently 
partially obscured and visually similar background elements can 
further complicate recognition. [3] 

Concrete defects exhibit significant variability and often 
overlap, such as an exposed rebar defect occurring alongside 
Spallation and corrosion, which complicates the issue, 
particularly in large concrete structures. Civil administration 
organizations face substantial challenges in maintaining 
infrastructure through predictive analytics and monitoring. They 
are increasingly turning to innovative solutions, including 
computer vision and machine learning algorithms, in 
combination with unmanned aerial vehicles (UAVs), to address 
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the considerable and unpredictable variations associated with 
overlapping defects.[4] 

It is seen that most of the methods concentrate on improving 
a single method to improve one of the four main steps of object 
identification. It is seen that the improvement is confined to 
specific data sets and on generalization or on change of datasets 
seem to fade out the advantages. The main difference between 
the ORB and SIFT has been speed of identification. The paper 
uses both the speed and the consistency with a slight tradeoff of 
24.4% for images which are crosschecked. This provides the 
algorithm with novel framework that incorporates the 
advantages of SIFT and ORB. 

The human visual system suggests this task is achievable 
because studies show that humans can understand basic details 
about a scene at a glance, especially when recognizing certain 
types of objects. A major advantage is that human vision does 
not rely on single images, but rather a continuous stream of 
them. This temporal dimension allows humans to use context 
and memory to better interpret visual cues. This research 
examines whether neural networks can perform similarly 
efficient video object detection while using memory. A notable 
insight is that when consecutive video frames are nearly 
identical, running a feature extractor on each frame can lead to 
unnecessary computation. [5] 

Challenges arise when modeling simultaneous and 
intermediate objectives in a multi-target detection problem. 
Consider a professor who leaves his office with the goal of 
"printing research papers" and then goes to a seminar room for a 
"presentation." If the printing room is on the way to the seminar 
room, the professor pursues both the objectives of printing and 
presenting simultaneously, as observed in his sequence of 
actions. In another scenario, a person wakes up early in the 
morning, boils water in a kettle, and eats breakfast while the 
water is boiling. To address the "boiling water" task, they must 
briefly pause their breakfast, turn off the stove, pour hot water, 
and complete the goal.[6] 
LITERATURE REVIEW AND DISCUSSION 

Feature Extraction 
Feature extraction is crucial in object identification and 

tracking within images. Several methods have been developed, 
each focusing on different aspects of feature detection and 
description. 

A feature from Accelerated Segment Test (FAST) is a 
corner detection algorithm designed to extract feature points for 
object mapping and tracking. The method identifies corner 
pixels by estimating the brightness of 16 surrounding pixels, 
which are arranged in a Bresenham's circle of radius 3 around 
the candidate pixel. These surrounding pixels are numbered in 
clockwise order. A pixel is classified as a corner if a set of N 

contiguous pixels in a circle is brighter than a given threshold 
added to the brightness of the center pixel or darker than a 
threshold subtracted from the brightness of the center pixel. The 
FAST algorithm is known to be fast and reliable, making it very 
useful in real-time applications. 

The Scale-Invariant Feature Transformation (SIFT) is a 
method used in computer vision for detecting and describing 
local features within an image, particularly by focusing on scale 
and orientation. This means that SIFT can identify key points or 
"interesting points" in an image that are robust to changes in 
scale, angle, brightness, and rotation. 

Scale-Invariance: SIFT is designed to recognize features at 
different sizes or scales. Whether an object is close or far from 
the camera, SIFT can detect the same features. Orientation-
Invariance: SIFT detects key points regardless of the object's 
rotation. This makes it robust to changes in viewpoint or object 
orientation. Descriptor Calculation: Once key points are 
identified, SIFT generates a descriptor for each point. This 
descriptor is a representation of the local appearance of the 
image around the key point. Originally, SIFT calculated gradient 
information in 8 different directions within a 4x4 grid around the 
key point, creating a 128-dimensional vector (8 directions × 16 
cells = 128 dimensions). This descriptor captures the distinctive 
patterns at the key point, allowing for matching features across 
different images. 

Feature Extraction: SURF starts by identifying key points 
(features) in an image, typically areas with significant variations 
such as edges or corners. It uses the Hessian matrix, a 
mathematical tool that quickly detects areas in an image with 
strong intensity changes that are good indicators of features. 
Feature description: Once the key points are identified, SURF 
creates a description for each feature. This involves analyzing 
the pixel concentrations around the feature and dividing the area 
into smaller sub-regions. In each sub region, the system 
calculates ∑dx (the sum of the intensities of the transitions on 
the x-axis), ∑dy (the sum of the y-axis) and their absolute 
values, ∑|dx| Calculates values like and ∑|dy|. These values 
capture gradient information (changes in brightness) in both 
directions. By combining these four descriptors for each sub 
region, SURF creates a 64-dimensional vector (since the image 
is divided into multiple sub regions). Feature Matching: After 
the features are described, the final step is to match the features 
between the images. SURF compares the descriptions of 
different images and finds related points, allowing objects in 
different images to be identified despite changes in viewpoint, 
scale, or illumination. 

Speed of Feature Extraction: ORB uses features from the 
Accelerated Segmentation Testing (FAST) algorithm to detect 
feature points in an image. Speed in detecting corners and other 
key points is known by estimating the intensities of the pixels 
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surrounding the candidate pixel. Brief for feature description: 
ORB uses the Binary Robust Independent Elementary Features 
(BRIEF) algorithm to describe the detected features. BRIEF 
creates a binary string as a feature descriptor by selecting pairs 
of points adjacent to the feature point and comparing their 
grayscale values. This creates a compact and efficient descriptor, 
making ORB much faster than methods like SIFT and SURF. 
Oriented and rotated features: Unlike traditional BRIEF, it 
improves on BRIEF by introducing rotation invariant, ORB 
orientation and rotation handling. Aligns key points based on 
their orientation to make the lights robust against changes in 
object rotation. This ensures that feature descriptions are 
 

FIGURE 1.Model for feature extraction and identification
Procedure 

User Action Logs and Event Aggregation: The pipeline 
starts with User Action Logs, which record the behavior and 
interactions of users. This data is stored in an Amazon S3 
bucket, indicated by the red bucket icon. The logs are fed into a 
User Event Aggregation stage, where data from various user 
interactions (such as clicks, views, or engagements) is collected 
and processed. The Spark framework is used here to aggregate 
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surrounding the candidate pixel. Brief for feature description: 
ry Robust Independent Elementary Features 

(BRIEF) algorithm to describe the detected features. BRIEF 
creates a binary string as a feature descriptor by selecting pairs 
of points adjacent to the feature point and comparing their 

es a compact and efficient descriptor, 
making ORB much faster than methods like SIFT and SURF. 
Oriented and rotated features: Unlike traditional BRIEF, it 
improves on BRIEF by introducing rotation invariant, ORB 

y points based on 
their orientation to make the lights robust against changes in 
object rotation. This ensures that feature descriptions are 

consistent regardless of how the object is rotated in the image. 
Benefits and trade-offs: ORB is designed to outper
SIFT and SURF in terms of processing speed, especially for 
real-time applications where speed is critical. However, while 
ORB is fast, compared to SIFT, its accuracy and robustness in 
object recognition may sometimes decrease, especially when 
generalized to different datasets. This paper proposes a 
framework that balances the speed of ORB with the stability and 
accuracy of SIFT. A small trade-off of 26.6% in cases requiring 
cross-validation allows the algorithm to combine the strengths of 
both methods, achieving both rapid processing and reliable 
object identification. 

Model for feature extraction and identification 

User Action Logs and Event Aggregation: The pipeline 
starts with User Action Logs, which record the behavior and 
interactions of users. This data is stored in an Amazon S3 
bucket, indicated by the red bucket icon. The logs are fed into a 

tion stage, where data from various user 
interactions (such as clicks, views, or engagements) is collected 
and processed. The Spark framework is used here to aggregate 

these events, meaning that the system performs parallel 
processing of large-scale user data, making it efficient and 
scalable. This aggregation process captures significant patterns 
in user behavior over time. 

Other Data Sources: The system also pulls data from Other 
Sources, which could include external datasets, third
APIs, or metadata repositories. These additional inputs 
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supplement the user data with more contextual information, 
such as article metadata, user demographics, or behavioral 
trends from external systems. The dotted line from "Other 
Sources" indicates that this input is optional but can enhance the 
system’s accuracy. 

User Histories and Article Features: Once user data is 
aggregated, it is stored as User Histories in another S3 bucket. 
These histories could encompass users' past interactions, 
preferences, and long-term behavior patterns. Simultaneously, a 
separate process labeled Article Feature Extraction runs using 
Spark, where specific characteristics of articles (such as their 
content, structure, or metadata) are extracted. The Article 
Features are stored in another S3 bucket for later use in the 
learning model. 

User Feature Extraction: Next, the system proceeds to User 
Feature Extraction using Spark. This step likely involves 
transforming the raw user histories into structured features, 
which quantify important aspects of user behavior, such as 
RESEARCH METHODOLOGY 

Independent Procedures on BRISK and ORB: Both 
algorithms (BRISK and ORB) were tested separately to measure 
how long it took to identify a particular object in the dataset. 
Since the features of the images are extracted before this step, 
the algorithms only need to match these pre-extracted features to 
the candidate object. Binary Bit String Description: For the 
candidate object (the object the algorithm is trying to identify in 
the images), a binary string descriptor has already been created, 
which is a compact representation of the object's features. 

This pre-processing allowed us to focus on fitting the object 
rather than re-extracting features during processing.
difference in execution time: Results showed little difference in 
execution time between BRISK and ORB on the dataset used. 
Consequently, ORB was selected for further use because it was 
fast and performed well enough in initial tests.
Rejected: During processing, some images in the dataset were 
not correctly identified as the subject, leading to rejection. This 
 
Results 
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supplement the user data with more contextual information, 
such as article metadata, user demographics, or behavioral 
trends from external systems. The dotted line from "Other 

tional but can enhance the 

User Histories and Article Features: Once user data is 
aggregated, it is stored as User Histories in another S3 bucket. 
These histories could encompass users' past interactions, 

ior patterns. Simultaneously, a 
separate process labeled Article Feature Extraction runs using 
Spark, where specific characteristics of articles (such as their 
content, structure, or metadata) are extracted. The Article 

cket for later use in the 

User Feature Extraction: Next, the system proceeds to User 
Feature Extraction using Spark. This step likely involves 
transforming the raw user histories into structured features, 

user behavior, such as 

frequency of interaction, preferences for specific types of 
content, or engagement levels. These user features are stored in 
a dedicated S3 bucket for further processing.

Learning to Rank and Model Training: Once user and 
article features are prepared, they are fed into a Learning to 
Rank algorithm, which is also powered by Spark. This stage 
represents a machine learning model tasked with ranking 
content, such as articles, based on their relevance to individual 
users. The ranking model uses both the user features (which 
reflect user preferences and behavior) and article features 
(which describe the content itself) to predict which articles are 
most likely to be relevant or engaging to users.

The final output of this stage is a Learned
S3, which can be used to rank or recommend articles to users in 
real time. This model encapsulates the relationships between 
user preferences and article features, having been trained on 
historical data to generalize future predictions.

Independent Procedures on BRISK and ORB: Both 
algorithms (BRISK and ORB) were tested separately to measure 
how long it took to identify a particular object in the dataset. 

ages are extracted before this step, 
extracted features to 

Binary Bit String Description: For the 
candidate object (the object the algorithm is trying to identify in 

ring descriptor has already been created, 
which is a compact representation of the object's features.  

processing allowed us to focus on fitting the object 
extracting features during processing. Minimal 

Results showed little difference in 
execution time between BRISK and ORB on the dataset used. 
Consequently, ORB was selected for further use because it was 
fast and performed well enough in initial tests. Some Images 

es in the dataset were 
not correctly identified as the subject, leading to rejection. This 

indicates a limitation in the object recognition accuracy of ORB, 
as some images containing objects are missed.
recognition rate: To solve this problem
improve the recognition rate of ORB:
distance descriptor used by SIFT. It is a method that calculates 
the similarity between two feature descriptors based on their 
distance, which helps to better detect ma
images. Increasing the percentage of relevant features by 10%. 

This means that they include important features in the 
analysis to increase the chances of an accurate diagnosis.
Removal of outliers or irrelevant data points that may
with accurate object identification.
making these changes, previously rejected images (which were 
not initially identified as containing objects) were successfully 
recognized, leading to improvements in both system ti
performance and object detection accuracy.
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frequency of interaction, preferences for specific types of 
content, or engagement levels. These user features are stored in 
a dedicated S3 bucket for further processing. 

Learning to Rank and Model Training: Once user and 
atures are prepared, they are fed into a Learning to 

Rank algorithm, which is also powered by Spark. This stage 
represents a machine learning model tasked with ranking 
content, such as articles, based on their relevance to individual 

el uses both the user features (which 
reflect user preferences and behavior) and article features 
(which describe the content itself) to predict which articles are 
most likely to be relevant or engaging to users. 

The final output of this stage is a Learned Model, stored in 
S3, which can be used to rank or recommend articles to users in 
real time. This model encapsulates the relationships between 
user preferences and article features, having been trained on 
historical data to generalize future predictions. 

indicates a limitation in the object recognition accuracy of ORB, 
as some images containing objects are missed. Improving the 
recognition rate: To solve this problem, the researchers aimed to 
improve the recognition rate of ORB: Combining the Euclidean 
distance descriptor used by SIFT. It is a method that calculates 
the similarity between two feature descriptors based on their 
distance, which helps to better detect matching features between 

Increasing the percentage of relevant features by 10%.  
This means that they include important features in the 

analysis to increase the chances of an accurate diagnosis. 
Removal of outliers or irrelevant data points that may interfere 
with accurate object identification. Experimental results: After 
making these changes, previously rejected images (which were 
not initially identified as containing objects) were successfully 
recognized, leading to improvements in both system time 
performance and object detection accuracy. 
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FIGURE 2.Image Directory 
 
TABLE 1. QuantitativecomparisonofORB&SIFTfeaturedetectordescriptorsalongwithcomputational time 

Algorithm Feature Detected 
in Images 

Features 
matched 

Outliners 
rejected 

Feature detection 
& description time 
(s) 

Feature 
matching 
(s) 

Outliner 
rejection 
time (s) 

Total object 
detection 
time(s) 

Banana(Dataset1) 
ORB 3612 3981 262 12 0.0211 0.0224 0.1182 0.0041 0.1658 
SIFT 1418 1603 129 34 0.1623 0.1921 0.1012 0.0048 0.4604 
Zebra Crossing (Dataset2) 
ORB 890 928 316 16 0.0072 0.0078 0.0112 0.0043 0.0305 
SIFT 1296 1462 362 14 0.1465 0.1482 0.0591 0.0049 0.3587 
Signal lights (Dataset3) 
ORB 4916 6213 93 19 0.0261 0.0299 0.258 0.0076 0.3216 
SIFT 2128 3161 126 69 0.2713 0.3121 0.281 0.0073 0.8717 

 
Banana (Dataset 1): In the banana dataset, ORB found 

3,612 features in the images, matching 3,981 of them. It rejected 
262 outliers during the process. The time for feature detection 
and description is 0.0211 seconds, while feature matching is 
0.0224 seconds. Outlier rejection took an additional 0.1182 
seconds, and the total time for object detection was 0.1658 
seconds. In contrast, SIFT detected 1,418 features, 1,603 
features were matched, and 129 outliers were rejected. The time 
for feature detection and description in SIFT was significantly 
longer, 0.1623 seconds, and feature matching took 0.1921 
seconds. Outlier rejection took 0.1012 seconds, with a total 
object detection time of 0.4604 seconds. Key insight: ORB is 
much faster than SIFT on this dataset, completing the object 
detection task in 0.1658 seconds, compared to 0.4604 seconds 
for SIFT.  

Although ORB detects and matches more features, SIFT 
takes more time to process, especially in the feature detection 
and description phase. However, SIFT tends to reject fewer 
outliers compared to the total number of matched features, 
indicating better accuracy in feature matching. Zebra Crossing 
(Dataset 2) For the Zebra Crossing dataset, ORB identified 890 
features and matched 928 of them, discarding 316 outliers. 
Feature detection and interpretation took 0.0072 seconds, and 
feature matching took 0.0078 seconds. Outlier rejection took 
0.0112 seconds, with a total object detection time of 0.0305 

seconds. SIFT, on the other hand, detected 1,296 features, 
matched 1,462, and rejected 362 outliers. The feature detection 
and interpretation time for SIFT is 0.1465 seconds and feature 
matching are 0.1482 seconds. The total object detection time for 
SIFT is 0.3587 seconds. Key Insights: Again, ORB proves 
significantly faster, completing the task in just 0.0305 seconds, 
while SIFT took much longer (0.3587 seconds). ORB detects 
fewer features but is more efficient in both feature matching and 
outlier rejection. SIFT continues to show slower performance, 
although it detects and matches more features than ORB.Signal 
Lights (Dataset 3): On the Signal Lights dataset, ORB detected 
4,916 features and matched 6,213, rejecting 93 outliers. Feature 
detection and interpretation time is 0.0261 seconds, and feature 
matching is 0.0299 seconds.  

It took 0.258 seconds longer in this case, with a total object 
detection time of 0.3216 seconds. SIFT detected 2,128 features, 
matched 3,161, and rejected 126 outliers. Feature detection and 
interpretation time for SIFT is 0.2713 seconds, feature matching 
is 0.3121 seconds. The total time for object detection was 
significantly higher at 0.8717 seconds. Key Insights: Although 
ORB had to handle more features on this dataset, it 
outperformed SIFT in terms of speed, completing the task in 
0.3216 seconds compared to 0.8717 seconds for SIFT. SIFT 
showed slower processing time at all steps but rejected more 
outliers, leading to higher accuracy in feature detection. 
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CONCLUSION 

The proposed image mining approach demonstrates 
significant improvements in object recognition by integrating 
feature extraction and object detection into a unified workflow. 
By improving both the speed of the ORB algorithm and the 
accuracy of the SURF algorithm, this method addresses the 
main challenges in object recognition, especially in complex and 
noisy environments. A dual algorithm approach ensures rapid 
initial identification. The system's ability to efficiently process 
large image datasets makes it ideal for industrial applications 
such as infrastructure maintenance and social media image 

repositories. Technical tests combined with SIFT's accuracy in 
ORB's rapid feature extraction and feature matching 
demonstrate improvements in processing speed without 
significant compromises in accuracy. The ability of the method 
to generalize to various datasets suggests broad applicability in 
various domains, further enhancing its value in real-world 
applications. Therefore, the proposed approach provides a 
balanced solution to the emerging needs of image mining and 
object recognition technologies. 
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